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Original Our hair model [Chai et al. 2012]

Figure 5: Physically based simulation of hair in an image. Origi-
nal image courtesy of Denise Mahoney.

Strokes Our hair model [Chai et al. 2012]

Figure 6: Interactive editing. Hair in the original image (left col-
umn) is combed (upper middle) or cut shorter (lower middle) using
an intuitive stroke-based interface. The right column shows the re-
sults of applying the same strokes to the hair model generated by
[Chai et al. 2012].

such as collision or Coulomb friction, the subtle hair movements al-
ready notably enhance the perceptual realism of the resulting virtual
avatars. Using more advanced models [Daviet et al. 2011] would be
interesting for future research.

By precomputing a multi-scale hierarchy of the hair model [Wang
et al. 2009], we are able to provide an intuitive stroke-based user
interface that allows the user to perform detail-preserving editing
of the hair shape at any cluster level, such as combing and cutting
(see Fig. 6 and the accompanying video). For more implementation
details, please refer to the appendix.

Having a physically plausible hair model is key for both the dy-
namic simulation and the editing tools to function as one intuitively
expects. For comparison, we have performed the same simulation
and editing operations to hair models generated by Chai et al.’s pre-
vious method [2012]. As shown in the right columns of Fig. 5 and
6, the fragmented and directionally ambiguous hair strands therein
tend to cause severe artifacts in the results.

Manipulating Hair in Video. Figure 3 and 7(b) show two dy-
namic hair models generated from video clips. To generate these
models, the user has also manually adjusted a small number of
feature points (12 and 6 for the two results respectively). Since
such corrections made in one frame can be propagated quickly and
smoothly to the remaining frames, this process requires only a few
minutes for a normal user without special background.

Based on the generated model, the user can edit the appearance of
hair, or replace the original hair model S with a new one S ′ gener-
ated from another image. In the former case, the user is provided a
simple slider-based UI to transform the hair color in HSV space, or
adjust the amount of synthetic highlights rendered using Marschner
et al.’s shading model [2003] as in [Chai et al. 2012].

To replace the hair model in the video, we first establish a strand
correspondence between S and S ′ by finding, for each ξ′ in S ′, the
geometrically most similar ξ in S. Here we calculate the geometric
dissimilarity between two strands by the L2 distance between their
respective feature vectors as defined in [Wang et al. 2009]. The per-
vertex relative motion of ξ is then combined with the global rigid
transformation to deform the corresponding ξ′ for each frame.

Limitations. Our hair modeling algorithm shares similar draw-
backs to the previous approach by Chai et al. [2012]: without ad-
ditional depth knowledge, we cannot accurately estimate the 3D
shape of the hair volume, especially for some highly curled or un-
usual hairstyles. For some complex or messy hairstyles, even the
user may find it difficult to determine the correct direction of hair
growth. Given only a frontal view, it is also impossible to guess
how hair in the back will look. So we let the hair strands beyond
the silhouette transit smoothly into a dummy model to minimize the
visual discontinuity along the silhouette when the model is viewed
from a new angle.

Our current dynamic hair-modeling algorithm can only handle sim-
ple video input where the motions of both head and hair are modest,
due to the limitation of the motion field estimate. When replacing
the hair in video, only the large-scale motion of the original hair
can be retained. The detailed inter-strand or strand-body interac-
tions are currently ignored.

5 Conclusion

We have presented an efficient approach for generating high-quality
3D hair models from portrait images. The generated hair models
not only visually match the input very well but also possess physical
plausibility, meaning that strands have their roots fixed on the scalp,
are smooth in accordance with the hair’s physical properties, and
preserve the length and continuity of the real strands in the image
as much as possible. These properties enable us to perform a few
hair manipulation operations such as dynamic simulation or hair
shape editing in portrait images, which are difficult to achieve with
previous portrait editing techniques.

Our single-view hair-modeling algorithm can be extended to cre-
ate dynamic hair models from video clips with modest hair motion.
The physical plausibility of our hair models allows the user to ma-
nipulate hair in video, such as changing its geometric properties
or transferring a static hair model to the video while retaining the
original hair motion. We would like to note that the problem of cre-
ating dynamic hair models from videos with large hair motion is far
from being solved. We hope our work can stimulate much research
interest along this direction.

6



To appear in ACM TOG 32(4).

(a) Original (b) 3D strands (c) Appearance editing (d) Hair replacement 1 (e) Hair replacement 2

Figure 7: Hair manipulation in video. Each column shows three different frames. Please see the accompanying video for the full sequence.
Original video courtesy of Asian Impressions Photography.
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A Implementation of the Hair Editing Tools

A.1 Combing tool

Each combing stroke drawn by the user is represented internally as
a 2D polyline γ with a per-vertex intrinsic direction t̃ defined in the
same way as for the user-annotated directional strokes in § 2.1. The
direction at an arbitrary location on γ is calculated by linearly in-
terpolating the directions defined at the two nearest vertices. Given
a point p on the image plane, and its closest point p′ on γ, we
further define a direction vector at p as the direction at p′ multi-
plied by a smooth falloff function which takes the value of 1 when

‖p− p′‖2 = 0, and 0 when ‖p− p′‖2 ≥ R. In other words, a user-
drawn stroke defines a local vector field within a certain distance R
from it.

For a given hair strand, we examine its vertices in the order from
root to tip: if the 2D projection p of a strand vertex falls within
the influence region of the combing stroke, we rotate the remaining
portion of this strand toward the direction vector defined at p around
an axis passing through p and perpendicular to the image plane. As
a result, the deformation is length-preserving and does not modify
the depth of any strand vertex.

The stroke radius R is user defined. For the results shown in this
paper we let R = 32 and use a simple hat-shaped falloff function.

A.2 Cutting tool

Intuitively, a cutting stroke simply breaks a hair strand at the stroke-
strand intresection and removes the part of the strand farther from
the hair root. In real world, however, hair stylists frequently use
thinning scissors to create fuzzier yet more natural-looking cuts.
To simulate such effects, we also define a radius R for a cutting
stroke and examine a strand’s vertices from root to tip. For any
strand vertex ξ(i) that is within the range of the stroke, we set the
probability of this strand being cut at ξ(i) to be in proportion to
1 − r/R, where r is the shortest distance between the stroke and
the 2D projection of ξ(i), and randomly select a strand vertex to cut.

When R = 0 the cutting stroke produces a clean cut. We set R =
32 for the result in Figure 6.
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